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Random Worker Restarts with Dask Distributed







(Rarer) Random Worker Restarts with Dask 
Distributed





The Stream



Root cause(s)
● Under memory pressure dask workers dumps intermediate objects to disk
● Most data-science objects have internal data-buffers based on numpy
● Numpy makes intermediate copies of the data buffer when pickling
● Some of those extra memory copies would trigger excessive memory usage 

causing the dask worker to be killed and restarted...

● There no natural way to pickle read-write buffers without making extra copies 
using the pickle protocol and implementation in CPython

● Even for simple readonly bytes, pickle module would make extra copies...
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There must be a better way...



March 2018







May 2018



The Stream





September 2018







June 2019





Fin?



Meanwhile in February 2019
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Open Source is not a 
zero-sum game!



Investing in people
(via code-reviews)
is highly-fruitful!

Investment in shared 
knowledge and trust!





This value can only be 
unlocked via long term 
support…

Thank you to all employers 
who support OS developers!



scikit-learn @ Inria Fondation partners:



Thank you for your 
attention!

and see you next time!
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