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Machine Learning Accessible to Everybody ?

scikit-learn

Machine Learning in Python

What about the other (non-Python-literate)
Everybody ?
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Why make Machine Learning Accessible to Everybody ?

Expansion of ML applications
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Predictive
Maintenance Fraud detection Pricing Churn Prediction



Why make Machine Learning Accessible to Everybody ?

Expansion of ML applications
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Not Just ML experts

high code
Al
Engineers N )
a (£~ .
‘i Does that even exist ?
Data
Scientist
& @
Bl /[ Data
Engineer D.ata
Miner
A
Out of scope
Business
Specialist
low code

low business high business



LeaveNoOneOut

ML Stack of Babel
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Jupyter
®

TensorFlow
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NVIDIA

“Natural” Language

Higher-level Language

Low-level Computational Code

Machine Code (compilers)
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Common Grounds Abstraction
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Simplicity Universality Empowerment
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Story 1: Building ML Pipelines Together

Business Data
Analyst Scientist

Business Analyst knows about the use case and the data
Data Scientist knows about ETL and ML

They need to build a ML model that optimizes a business metric
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Story 1: Building ML Pipelines Together

joined

foursquare_ins prepared
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Story 1: Building ML Pipelines with a Clickodrome

Summary  Script  Chans  Models » DEPLOY SCRIPT .

Viewing design sample

DISPLAY v @ W ]

° 10000 matching rows
o
ip web_lp_country web_ip_geopoint web_pages_visited web_camp. age crm_price_first_item_purchased om_gender  crm_reven..  crm_value Join_GOP_cap
ooPold Decimal Booies - ocins endét & Delete

456,200 United States POINT(-97.82237.751) 20 false n 20 M 1M f“"’"“’“"

1243 Spain POINT(-3.7635 40.3272) 60 false “0 40 M 156 :’:::ew

1195184  China POINT(116.3883 39.9289) 50 true n 80 F 130 & £dit cotumn metadata...

143,64 United States POINT(-97.822 37.751) 60 fatse a 20 M 165 Remave rows with no value

21107 Spain POINT(-5.5406 39.8916) 20 false 35 20 F 157 | Fill empty rows with...

53170 United States POINT(-97.82237.751) 40 faise 119 20 M 151 ;""”“m"’

2152 South Africa POINT(28.0583 -26.2309) 30 false 50 100 F B 2::

9261 Japan POINT(139.69 35.69) 90 fase ] 280 F 19 Q-c,,;o,mlumnx,,v,;u.

350102 United States POINT(-87,1554 37.7513) 40 false 119 240 M 176 & Create Prediction model...

110174 United States POINT(-37.822 37.751) 50 false 1 uro F 360 high 51704

1464 Brazi POINT(-43.2192 -22.8305) S0 false 2 155 F 7 low 1y

812 United States POINT(-77.7417 38.7153) 80 false 2 440 F 255 high 51704

3168234  Brazil POINT(-43,3307 -22.9201) 30 faise [ 220 F 99 low umr

193.74 United States POINT(-76.8895 42.9167) S0 false D 510 F 283 high 51704

230 Montenegro POINT(19 42} 60 false 3 510 F 150 low 11610

15,160 United Kingdom POINT(-0.1226 51.4964) 10 true n 155 F 15 low 36569

196.70 United States POINT(-97,622 37.51) 80 false 2 440 M 224 high 51704

128214 Germany POINT(7.8378 49.8484) 50 false 36 440 M 188 high 28666
. 138230 United States 30 Jalse. 51 22.0..5 185 bigh, 51704,

Visual ML powered by scikit-learn
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Story 1: Building ML Pipelines with a Clickodrome

Visual ML = articulation of functions and objects taken from scikit-learn:

e Manysklearn.feature extraction.*Vectorizer

® Manysklearn.*{Classifier,Regressor}

e Manysklearn.model selection.*{Split,KFold}
working around GridSearchCV to add live visual feedback

e Manysklearn.metrics.*{score,error,loss}
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Story 1: Building ML Pipelines with a Clickodrome
Pushing towards ML Best Practices

e Proper Train/Test split with metrics always computed on Test

e Automatic Handling of imbalanced data through class weight

The AUC ( Area Under the Curve) for this model is
1.000 , which is ...too good to be true?.
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Story 2: Deploy ML Models to Production

Data Data
Engineer Scientist

Data Scientist needs to retrain periodically its ML models
Data Engineer needs to deploy ML models to a production REST API

They need to monitor performance in real time
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Story 2: Deploy machine learning model to production

DSS Production features - from ML & New scoring APl from model
model to:
. .. % wine_quality
e automatic retraining N
. API service ew ATl Service

L batCh Scorlng © Use existing

e designing a REST API & Serloymentte

. fu l l_fled ged p ro d u Cti O n epemntd Z:Zil:tt::v:::_u(lul:l::vcn service

deployment (Kubernetes)
python and java runtime
® exports as.jaror.pmml files

CANCEL APPEND
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Story 2: deploy machine learning model to production

Under the hood, a scikit-learn model is converted to a java object
clf (DecisionTreeClassifier)
clf.tree

zipped json file

public class DecisionTreeModel
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Story 3: Packaging reusable Code

Handling of "text’
Role Reject Variable type A Categorical
© Input # Numerical
© IText

[ ] vector
Text handling TF/IDF vectorization -
Min. rows fraction % 0,1 Word: don't appear be considered
Max. rows fraction 80
% Words that appear in more than in this fraction of rows will not be considered (too commaon words don't bring in valuabl m
Max. total words 0 f not o, many most frequent ones) will be considered,
Ngrams 1 wordsto 1 words
Stop words None hd
Customize code

Data
Analyst

BERT (Ours)

Data Scientist has a cool custom code

Data Analyst wants to try and tune it

Data
Scientist
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Story 3: Packaging reusable Code

Handling of “text"

2 recipes in "Sentence Embedding” plugin x
Role Reject Variable type A Categorical

© Input # Numerical i A
This plugin provides tools to compute sente i text i To use this plugin you should start by
© IText ing pre-trained word ings using the provided macro. Then, you can use the recipe below to score your texts using one of
[ ] vector the available aggregation methods.

Learn more about this plugin ('

Text handling TF/IDF vectorization -
heddi
Min. rows fraction% 0,1 Words that don't appear n this fraction of rows will not be considered . Comp e 8
This recipe creates sentence embeddings for the texts in a given column. The sentence embeddings are obtained from pre-
Max. rows fraction 80 trained word vectors (like word2vec, fastText, glove) using one of the following two aggregation methods: a simple average
% Words that appear In more than in this fraction of rows will not be (too common words don't bring in valuabl aggregation (by default) or a weighted aggregation (so-called SIF
Max. total words 0 M not 0, only this many words (the most frequent ones) will be considered.
@ Compute sentence similarity
words to words
Ngrams 1 1 This recipe takes two text columns and computes the similarity (distance) of each couple of sentences. The similarity is based
Stod words None = on sentence vectors using pe ined word ings as well as one of three available metrics: cosine distance
P (default), euclidian distance (L2), absolute distance (L1) or earth-mover distance.

Customize code

Native Visual TF-IDF Processor Sentence Embedding Plugins
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Project 1: Benchmarking Machine Learning Techniques

ML Models against PennML

Average AUC by algorithm

algorithm

RANDOM_FOREST_CLASSIFICATION
GBT_CLASSIFICATION
SVC_CLASSIFICATION -

EXTRA_TREES -
XGBOOST_CLASSIFICATION
NEURAL_NETWORK
LOGISTIC_REGRESSION -

KNN
DECISION_TREE_CLASSIFICATION -

SGD_CLASSIFICATION -

- - : T - r r
010 020 030 040 050 060 070
performance_metrics_auc (AVG)

Over 165 PennML Classification Datasets

0.80

Gradient Tree Boosting
Random Forest
Support Vector Machine

Extra Random Forest

Linear Model trained via
Stochastic Gradient Descent

K-Nearest Neighbors

Decision Tree

Wins

AdaBoost
Logistic Regression

Passive Aggressive

Bernoulli Naive Bayes
Gaussian Naive Bayes 0 2 5 3 10 10 18 18 15 17

sr‘ 0
Multinomial Naive Bayes 2 2 3 4 4 8 16 23 8 8 2 ﬂ 0

GTB RF SVM ERF SGD KNN DT AB LR PA BNB GNB MNB
Losses

Data-driven Advice for Applying Machine Learning to
Bioinformatics Problems, Olson et al.




Project 1: Benchmarking Machine Learning Techniques
Feature Representation Benchmark

Handling of "BroadBeanOrigin*

Role

Category handling
Drop dummy
Clipping

Max. Nb. Categories

Distribution

Reject Variable type
® Input
Dummy-encoding (vectorizatiom Missing values

Dummy-encoding (vectorization)
Replace by 0/1 flag indicating presence
Feature hashing (for high cardinality)
Custom preprocessing

Impact-coding

100 distinct values, with 0.1% empty cells

Venezuela (12.4%)
Ecuador (11.2%)
Peru (9.6%)

Madagascar (8.4%)

Dominican Republic (8.2%)

Nicaragua (3.5%)
Brazil (3.4%)

® A Categorical
#Numerical
I Text

[ ] vector

Treat as a regular value

dirty_cat

fastText




Project 1: Benchmarking Machine Learning Techniques
Imbalance Learning Benchmark

scikit-learn-contrib / imbalanced-learn

15 strategies from imbalanced-learn

32 datasets from OpenML



Project 1: Benchmarking Machine Learning Techniques
Imbalance Learning Benchmark
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Distribution of Strategies Ranking Across Datasets
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Project 2: Adding Sample Weights Everywhere

e Feature request: enable sample weights for (supervised) ML training and scoring

e Roadblock: sample weights are not supported everywhere in scikit-learn

Solution 1:
1f sample weights 1s not None:
import statsmodels

Solution 2:

[MRG+1] Add sample weights support to kernel density
estimation (fix #4394)

ISAVECCl inothman merged 19 commits into scikit-learn:master from samronsin:sample-weights-in-kDE [f1 on 26 Jun 2018



Some Ongoing Projects

Research at Dataiku

Distributed Hyperparameter search with Dask and Joblib
Automatic Feature Generation

Drift Detection

ML Interpretability

Reinforcement Learning (Beyond Video Games)

Active Learning for Smarter Annotations




