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rev was built to
make AXA a tech-led 
company

OUR MISSION

AXA rev (Research, Engineering, & Vision) 

explores and scales the value of data

and emerging technologies with the potential 

to disrupt the current

insurance business model and

to shape future opportunities

in order to be a better partner

in our customer’s lives.
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AXA R&D Team
WHO’S WHO

Humanizing AI
+

Advanced Machine Learning

ML Fairness
Ethics - Fairness - Bias

ML Interpretability

Human + AI Interaction

Academic Partnerships
& Research Operations

ML Robustness
Confidence estimation

Smart Mobility
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Machine Learning Interpretability Impacts the Business
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Improve Model’s Quality
• Improve models, features, robustness, fairness, etc.
• Identify data leakage & data drift
• e.g. Understand origin of wrong predictions

Reassure Users & Business Owners
• Trust by explanation: improve ML acceptance
• Help to take ML prediction-based decision
• e.g. Assess reasonable behaviour if deployment

Gain Knowledge on Business’ processes
• Insight of revenues or value-generating application
• e.g. Credit scoring, fraud detection, etc.

Law & Ethics compliance
• Right to explanation
• Assess model’s fairness
• Inform customers

Use-Case in Fraud: Analysts insist to understand why 
there is an alert



Machine Learning Interpretability
APPLIED TO AXA’S HEADQUARTERS

Original Image

Classification

With InceptionV3:

Building

Minivan

Traffic light

Most probable labels:



Machine Learning Interpretability
APPLIED TO AXA’S HEADQUARTERS

Original Image

Classification

(With InceptionV3)

Class label: Building
+ building structure, windows
- cars

Class label: minivan
+ minivan

Class label: traffic light
+ cars & yellow lights



Machine Learning Interpretability
EVALUATE MACHINE LEARNING MODELS BEYOND ACCURACY SCORES

Machine Learning Model Usually aggregated
accuracy score

x y

Description of the problem to solve
Tabular data, unstructured data, etc.

Prediction / Decision

What has been learned by the model?
Where is the model {correct ; wrong} ?

Why a particular prediction has been made?
What can be done to change the prediction?

Is the model robust?

How does the model behave in areas with few data?

Is the model fair?

Is the model causal?
How the prediction is affected by small changes in input?



Trade-off Interpretability-Accuracy
Accurate Machine Learning Models are not Interpretable (usually)

Simple machine learning model
e.g. Decision Tree

Blackbox machine learning model
e.g. Random Forest, CNN (Inception…)
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Trade-off Interpretability-Accuracy
Accurate Machine Learning Models are not Interpretable (usually)

Simple machine learning model
e.g. Decision Tree
→ Interpretable
→ Less accurate

Blackbox machine learning model
e.g. Random Forest, CNN (Inception…)

→ Uninterpretable
→ More Accurate

Decision: credit or not

One path → simple explanation

One path → One decision by base model
Final decision: aggregation of each decision

Explanation: no consensus



Taxonomy of Interpretability Approaches 

Interpretable Model
Decision tree, Linear model

Post-Hoc Model Specific
Specific feature importance extraction
(e.g. feature’s gini contribution for random forest)

Post-Hoc Model Agnostic

Prototype SelectionSensitivity Analysis
PDP, ICE

Surrogate Model

Local Model
LIME, SHAP, Shapley values, Anchor, LAD, LS, etc.

Global Model
Trepan, SLIMs, GAM, etc.



Locality Issue (2018 ICML WHI)
A widely used approach -LIME- is inaccurate
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LIME

Expectation

Reality



Locality Issue (2018 ICML WHI)
Our proposition: find the frontier first
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Better black-box frontier approximation
→ more accurate explanations



Concept Tree (2019 ICML WHI)
Gather Related Variables for More Interpretable (Surrogate) Decision Trees

• Global & Local explanation of a black-box classifier based
on a decision tree and concepts

• In the presence of correlated variables
• Or expert-defined groups of variables
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Unjustified Counterfactual Explanations (2019 IJCAI)
The Dangers of Post-hoc Interpretability: Unjustified Counterfactual Explanations

• Instance close to the original observation predicted in a 
different class

• They can be a consequence of an artifact of the classifier
• Unjustified by ground truth (training data)
• Lack of robustness of the classifier / ood prediction

• To be justified a counterfactual example should be 
continuously connected to an instance of the training set

• Assessment procedure proposed
• Counterfactual explanation methods vulnerable to unjustified 

counterfactual examples
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Imperceptible Adversarial Attacks on Tabular Data (on going)
ML interpretability * Adversarial ML
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